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You have probably seen …

Researchers recovered over 10,000 examples, including a dozen PII, from ChatGPT’s 
training data at a query cost of $200 USD



You have probably seen …



TL;DR  
Verbatim memorization of 

pre-training data is overrated!



Agenda

1. Verbatim memorization of pre-training data is not a big deal! 

2. Non-verbatim memorization of fine-tuning data can be a big deal! 

3. Cross-modality memorization, phonetic-to-visual, is a huge deal!
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Membership Inference Attacks

Is a target data point “x” part of the training set of the target model?
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Membership Inference Attacks

Is a target data point “x” part of the training set of the target model?

Training Data (D)
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Target sample (x)

Member

Target model (M)

Mr. Smith has type 2 
diabetes.

Non-member



Membership Signal: Loss

Threshold the loss of sequence x, under model : if  then . M ℒM(x) ≤ t x ∈ D
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Threshold the loss of sequence x, under model : if  then . M ℒM(x) ≤ t x ∈ D

Membership Signal: Loss
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Target sample (x)

Member

Target model (M)

Mr. Smith has type 2 
diabetes.

ℒM(x) = 3 < 4



Measuring Aggregate Success: Quantifying Leakage
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Measuring Aggregate Success: Quantifying Leakage
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Measuring Aggregate Success: Quantifying Leakage
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Measuring Aggregate Success: Quantifying Leakage

14

Members
…

Non-Members
…

Target model (M)
Mixed Pool

…General Data 
Distribution ( )𝑝



Measuring Aggregate Success: Quantifying Leakage
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Members
…

Non-Members
…

Target model (M)
Mixed Pool

…General Data 
Distribution ( )𝑝

The success rate of an attack is the area under the ROC curve (AUC)



Let’s try it!
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(Duan*, Suri*, Mireshghallah et al. COLM 2024)



Do MIAs Work on Pre-trained LLMs?

17 Duan*, Suri*, Mireshghallah et al., “Do Membership Inference Attacks Work on LLMs?”, COLM 2024
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Do MIAs Work on Pre-trained LLMs?
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All attacks, on all models have near random performance!

Duan*, Suri*, Mireshghallah et al., “Do Membership Inference Attacks Work on LLMs?”, COLM 2024



What happened?
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Why do we see random performance?

Let’s look at epochs and dataset size first.
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Target Data Size

No. Of Epochs

Target Model Init.

Target Data Recency

~100 Million tokens 

~10 Epochs 

Most recent 

Pre-trained (head start)

Fine-tuning

~100 Billion tokens 

~1 Epoch 

Uniformly distributed 

Random (clean slate)

Pre-training



Data being ‘seen’ only once

• Hypothesis 1: each data point is iterated over only once, in a large pool of data, so 
it’s imprint is diluted and not strong enough!
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Data being ‘seen’ only once

• Hypothesis 1: each data point is iterated over only once, in a large pool of data, so 
it’s imprint is diluted and not strong enough!
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Continued pre-training shows steep increase in AUC!



Data being ‘seen’ only once

• Hypothesis 1: each data point is iterated over only once, in a large pool of data, so 
it’s imprint is diluted and not strong enough!
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How can we detect the imprint of data points seen only once?



Why do we see random performance?

Let’s look at the impact of recency.
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Target Data Size

No. Of Epochs

Target Model Init.

Target Data Recency

~100 Million tokens 

~10 Epochs 

Most recent 

Pre-trained (head start)

Fine-tuning

~100 Billion tokens 

~1 Epoch 

Uniformly distributed 

Random (clean slate)

Pre-training



Recency Bias

• Hypothesis 2: models have higher leakage on more recent batches
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Recency bias? 
Or …
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Recency bias? 
Or …
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Do better models memorize more?



Why do we see random performance?

Let’s look at the impact of recency.
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Target Data Size

No. Of Epochs

Target Model Init.

Target Data Recency

~100 Million tokens 

~10 Epochs 

Most recent 

Pre-trained (head start)

Fine-tuning

~100 Billion tokens 

~1 Epoch 

Uniformly distributed 

Random (clean slate)

Pre-training



Why do we see random performance?

Let’s look at the impact of recency.
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Target Data Size

No. Of Epochs

Target Model Init.

Target Data Recency

~100 Million tokens 

~10 Epochs 

Most recent 

Pre-trained (head start)

Fine-tuning

~100 Billion tokens 

~1 Epoch 

Uniformly distributed 

Random (clean slate)

Pre-training

‘Better models’ demonstrate 90% more leakage than random init. models.



Why do we see random performance?

Let’s look at the impact of recency.
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Target Data Size

No. Of Epochs

Target Model Init.

Target Data Recency

~100 Million tokens 

~10 Epochs 

Most recent 

Pre-trained (head start)

Fine-tuning

~100 Billion tokens 

~1 Epoch 

Uniformly distributed 

Random (clean slate)

Pre-training

What is the interplay between model initialization and model capacity, re. memorization?



Rethinking leakage, semantic vs syntactic and evaluations in LLMs

33



Released Code + Dataset

34

Try it!
40k Downloads



So the real risk is fine-tuning 
data



So the real risk is fine-tuning 
data

Specially shorter spans of highly repeated, co-occuring n-grams



Agenda

1. Verbatim memorization of pre-training data is not a big deal! 

2. Non-verbatim memorization of fine-tuning data can be a big deal! 

3. Cross-modality memorization, phonetic-to-visual, is a huge deal!



Memorization of fine-tuning data can be a big deal! 

a. Privacy: assisted memorization of PII 

b. Copyright: non-literal copying risks  



Let’s say we have a pre-trained 
LLM, and we want to fine-

tune it.



Fine-tuning on PII-laced data
Enron

40

LM

Step 0



Fine-tuning on PII-laced data
Enron

41

FT on
LM

Step 0

elizabeth.mccarthy
@enron.com



Fine-tuning on PII-laced data
Enron
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FT on
LM

Step 0

elizabeth.mccarthy
@enron.com

LM

Step i 

elizabeth.mccarthy 
✖ not extractable  



Fine-tuning on PII-laced data
Enron
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FT on
LM

Step 0

elizabeth.mccarthy
@enron.com

LM

Step i 

elizabeth.mccarthy 
✖ not extractable  

FT on
OTHER PII

LM

Step I+n 

elizabeth.mccarthy
! extractable  



Fine-tuning on PII-laced data
Enron
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Can fine-tuning on other PII make John.mccarthy extractable in the future?

FT on
LM

Step 0

elizabeth.mccarthy
@enron.com

LM

Step i 

elizabeth.mccarthy 
✖ not extractable  

FT on
OTHER PII

LM

Step I+n 

elizabeth.mccarthy
! extractable  



Privacy Ripple Effects from Adding or 
Removing Personal Information in Language 

Model Training 

Jaydeep Borkar      Matthew Jagielski        Katherine Lee          Niloofar                 David A.           Christopher A.  
                                                                                                        Mireshghallah            Smith✽           Choquette-Choo✽



Assisted memorization:
Training on similar-appearing PII can lead to 
extraction of previously unexposed PII.
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Assisted memorization is triggered by training on 
overlapping n-grams    

FT on
LM

Step 0

elizabeth.mccarthy
@enron.com

LM

Step i 

elizabeth.mccarthy 
✖ not extractable  

FT on
OTHER PII

LM

Step i+n 

elizabeth.mccarthy
! extractable  
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Assisted memorization is triggered by training on 
overlapping n-grams    

FT on
LM

Step 0

elizabeth.mccarthy
@enron.com

LM

Step i 

elizabeth.mccarthy 
✖ not extractable  

FT on
OTHER PII

LM

Step i+n 

elizabeth.mccarthy
! extractable  

Step 1: remove any overlapping 
n-grams (e.g., “elizabeth”, 
“mccarthy”) from training data.  
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Assisted memorization is triggered by training on 
overlapping n-grams    

FT on
LM

Step 0

elizabeth.mccarthy
@enron.com

LM

Step i 

elizabeth.mccarthy 
✖ not extractable  

FT on
OTHER PII

LM

Step i+n 

elizabeth.mccarthy
! extractable  

Step 1: remove any overlapping 
n-grams (e.g., “elizabeth”, 
“mccarthy”) from training data.  

Step 2: train checkpoint i-1 on 
this new data.  
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Assisted memorization is triggered by training on 
overlapping n-grams    

FT on
LM

Step 0

elizabeth.mccarthy
@enron.com

LM

Step i 

elizabeth.mccarthy 
✖ not extractable  

FT on
OTHER PII

LM

Step i+n 

elizabeth.mccarthy
! extractable  

Step 1: remove any overlapping 
n-grams (e.g., “elizabeth”, 
“mccarthy”) from training data.  

Step 2: train checkpoint i-1 on 
this new data.  

Step 3: check if 
elizabeth.mccarthy@enron.com 
is still memorized under same 
prompt.  

mailto:elizabeth.mccarthy@enron.com
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Assisted memorization is triggered by training on 
overlapping n-grams    

FT on
LM

Step 0

elizabeth.mccarthy
@enron.com

LM

Step i 

elizabeth.mccarthy 
✖ not extractable  

FT on
OTHER PII

LM

Step i+n 

elizabeth.mccarthy
! extractable  

Step 1: remove any overlapping 
n-grams (e.g., “elizabeth”, 
“mccarthy”) from training data.  

Step 2: train checkpoint i-1 on 
this new data.  

Step 3: check if 
elizabeth.mccarthy@enron.com 
is still memorized under same 
prompt.  

● We found 177 emails that were assisted memorized 
across 30 checkpoints.  

● After intervening to remove overlapping n-grams, all 
but 10 of these assisted memorized emails were no 
longer memorized 

mailto:elizabeth.mccarthy@enron.com


Features associated with assisted memorization 
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LM LM

Step i -1 Step i
● When multiple emails share same 

firstname, how does LM decides which 
one to memorize?  

● Why is elizabeth.mccarthy@enron.com 
assisted memorized over others? 

elizabeth.mccarthy@enron.com, 

elizabeth.mccall@enron.com,  

elizabeth.williams@gmail.com, 

 elizabeth.miller@enron.com, …

mailto:john.mccarthy@enron.com
mailto:john.mccarthy@enron.com
mailto:john.mccall@enron.com
mailto:john.williams@gmail.com
mailto:elizabeth.miller@enron.com


Features associated with assisted memorization 
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LM LM

Step i -1 Step i

Train a simple logistic regression model 

● 2-, 3-, and 4-grams that overlap between 
tokens in an email and tokens in training 
data. 

● Count of last names (e.g., “mccarthy”).  

● Domain counts (enron.com).   

● Assisted memorized emails as positives and 
others as negatives 

elizabeth.mccarthy@enron.com, 

elizabeth.mccall@enron.com,  

elizabeth.williams@gmail.com, 

 elizabeth.miller@enron.com, …

http://enron.com
mailto:john.mccarthy@enron.com
mailto:john.mccall@enron.com
mailto:john.williams@gmail.com
mailto:elizabeth.miller@enron.com


Features associated with assisted memorization  
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● Precision 0.937 and recall 0.874 

● Next, we multiply features with 
the weights and plot them 
against log likelihood.  

● We can see clear clusters →  
n-gram stats are most 
important features.  



Memorization of fine-tuning data can be a big deal! 

a. Privacy: assisted memorization of PII 

b. Copyright: non-literal copying risks  



Two types of copying: Non-literal

“... copyright cannot be limited literally 
to the text, else a plagiarist would 
escape by immaterial variations.” 

(Nichols v. Universal Pictures Corp., 1930)



Two types of copying: Non-literal

The model may generate a 
new passage without 
verbatim reproduction, yet 
the events or even 
characters can still closely 
resemble the copyrighted 
fiction.



Measuring Literal and Non-Literal Reproduction of 
Copyright-Protected Text in Language Model Generation
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CopyBench

Tong Chen, Akari Asai*, Niloofar Mireshghallah*,  Sewon Min, James 
Grimmelmann, Yejin Choi,  Hannaneh Hajishirzi, Luke Zettlemoyer, Pang Wei Koh



Dataset

Literal Copying:  

• Sources: 16 books in BookMIA dataset. 

• Prompts: completing each passage, with the first 200 words provided as input. 

Non-literal copying:  

• Sources: 118 fiction on CliffsNotes. We extract referenced events and characters using 
GPT-4  based on human-written summary. 

• Prompts: writing a story starting with an referenced event.

CopyBench



Non-literal copying occurs even with little literal copying.  
Larger models are more powerful but show more copying behaviors.
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Post-training (e.g., instruction tuning) Methods: decrease the literal copying 
behavior, but it may not always decrease non-literal copying.
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Agenda

1. Verbatim memorization of pre-training data is not a big deal! 

2. Non-verbatim memorization of fine-tuning data can be a big deal! 

3. Cross-modality memorization, phonetic-to-visual, is a huge deal!



We saw that there are transitive memorization units …

• Units that are different from contiguous blocks of long text: 

• If you have john.mccarthy@email.com and elizabeth.smith@email.com you might 
get elizabeth.maccarthy@email.com from the model
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We saw that there are transitive memorization units …

• Units that are different from contiguous blocks of long text: 

• If you have john.mccarthy@email.com and elizabeth.smith@email.com you might 
get elizabeth.maccarthy@email.com from the model 

• If you have (name, characteristic) pairs, and you also have  (name, story) pair, you 
could get (characteristic, story) from a model.
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Does this go beyond text, 
across modalities?



Does this go beyond text, 
across modalities?

YES!



Bob’s confetti???
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Bob’s confetti???
Veo3, same lyrics!
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• Model is generating similar sense and elements from the original music video!

Bob’s confetti???
Veo3, same lyrics!
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Bob’s confetti???

• Let’s change lyrics to completely new words that sound the same!
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Bob’s confetti???

• Let’s change lyrics to completely new words that sound the same!
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Bob’s confetti???

• Let’s change lyrics to completely new words that sound the same!
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Adversarial PhoneTic Prompting (APT)

APT Attack: Preserves phonetic structure while completely changing the meaning

What if we change the meaning of the lyrics but preserve their sound?

Uses homophones and phonetic 
substitutions to create semantically 
nonsensical but acoustically 
similar prompts. 
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Adversarial PhoneTic Prompting (APT)
What if we change the meaning of the lyrics but preserve their sound?
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The New Frontier: Multimodal Generation

Lyrics-to-Song (L2S) 

Models like SUNO create full songs 
from lyrics

We’re moving beyond text. Models now generate audio and video from text prompts.

Text-to-Video (T2V) 

Models like Veo 3 create video clips from 
transcripts or descriptions

Prompt
“f1 the movie style of driving”

Lyrics
I gotta feeling

Tonight’s gonna be good night

Styles
“modern pop song for 

work music”
75



Sub-Lexical Memorization in Music
Experiment: Feed phonetically-modified “Rap” Songs to SUNO

Evaluation Metrics 
AudioJudge: LLM-based framework 

MiRA (CLAP, CoverID): Audio fingerprinting metrics 

SUNO generates songs that are strikingly similar 
to the originals in melody, rhythm, and vocal style

More examples in 
jrohsc.github.io/music_attack

http://jrohsc.github.io/music_attack


Sub-Lexical Memorization in Music

Robustness of the APT attack across 
models, genres and languages

Experiment: Feed phonetically-modified “Iconic (Pop)” Songs to SUNO & YuE

More examples in 
jrohsc.github.io/music_attack

http://jrohsc.github.io/music_attack


DEMO Showcase

Original

The APT Attack in Music (SUNO)

Generated (Genre) Key ModificationsSong (Artist)

Lose Yourself (Eminem)

DNA (Kendrick Lamar)

Jingle Bell Rock (Bobby Helms)

“Intense rap”

“Rap”

N/A

“mom’s spaghetti” -> “bob’s confetti”

“DNA” -> “BMA”

“Jingle Bell Rock” -> “Jingle Shell Sock”

More examples in 
jrohsc.github.io/music_attack

http://jrohsc.github.io/music_attack


How strong is the bias that lyrics introduces?
Changing the meta-data

Strong bias towards lyrics: Even if you completely change the gender and genre, you still get 
very similar audio!



• Models memorize deep, structural 
patterns, not just surface text 

• Robust across genres and languages 

• Poses an unprecedented threat for 
copyright and content provenance.

How can you prove a model copied a video if the 
prompt was just text?

“This is a new class of memorization 
introducing novel threat models, completely 

invisible to text-based analysis”

Jaechul (Harry) Roh



Agenda

1. Verbatim memorization of pre-training data is not a big deal! 

2. Non-verbatim memorization of fine-tuning data can be a big deal! 

3. Cross-modality memorization, phonetic-to-visual, is a huge deal!



Conclusion and What’s Next?

“In the future everyone will have 
privacy for 15 minutes.”
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We are at an inflection point!

Separate models for separate tasks, improved incrementally: 

Before 2023
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Neural Machine Translation

Before 2023
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Before 2023
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We are at an inflection point!

Separate models for separate tasks, improved incrementally: 

Neural Machine Translation, Part of Speech Tagging 

Before 2023
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We are at an inflection point!

Separate models for separate tasks, improved incrementally: 

Neural Machine Translation, Part of Speech Tagging, Sentiment Analysis

Before 2023
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Lo, the ‘Foundation’ Model

One model, multiple tasks

Now

88

https://www.basic.ai/blog-post/what-is-the-foundation-model



Lo, the ‘Foundation’ Model

One model, multiple tasks 

Instead of incrementally adding 
capabilities, we are scaling up, 
and ‘discovering’ capabilities!

Now
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https://www.basic.ai/blog-post/what-is-the-foundation-model



Lo, the ‘Foundation’ Model
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https://www.basic.ai/blog-post/what-is-the-foundation-model

World-models 

In-context learning 

Theory of mind 

….



Lo, the ‘Foundation’ Model

One model, multiple tasks 

Instead of incrementally adding 
capabilities, we are scaling up, 
and ‘discovering’ capabilities!

Now
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https://www.basic.ai/blog-post/what-is-the-foundation-model

World-models 

In-context learning 

Theory of mind 

….

Emergent capabilities means emergent risks as well!



Memorization, Reasoning and Generalization
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Verbatim 
Memorization Reasoning



Memorization, Reasoning and Generalization
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Verbatim 
Memorization Reasoning

Factuality and Hallucinations (Ngog, Near, Mireshghallah,. NAACL 2025) 

Pluralism and diversity (Sorensen,…,Mireshghallah, et al. ICML 2024) 

Linguistic creativity & N-gram novelty (Lu,…,Mireshghallah, et al. ICLR 2025)



Memorization, Reasoning and Generalization
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Verbatim 
Memorization Reasoning

How do we draw a line between memorization and reasoning?

Factuality and Hallucinations (Ngog, Near, Mireshghallah,. NAACL 2025) 

Pluralism and diversity (Sorensen,…,Mireshghallah, et al. ICML 2024) 

Linguistic creativity & N-gram novelty (Lu,…,Mireshghallah, et al. ICLR 2025)



Key Takeaways

Memorization of fine-tuning data is more serious than pre-training. 

Memorization can be transitive and depends most on token 
frequencies. 

Memorization can cross modalities, from sounds and phonemes to 
visual representations.



Thank You!
niloofar@cmu.edu 
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mailto:niloofar@cmu.edu
https://tinyurl.com/false-sense-slides

